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1  Scope of the Chapter

This chapter covers three topics:
plots, descriptive statistics, and exploratory data analysis;
statistical distribution functions and their inverses;

testing for Normality and other distributions.

2 Background to the Problems
2.1 Plots, Descriptive Statistics and Exploratory Data Analysis

Plots and simple descriptive statistics are generally used for one of two purposes:
the presentation of data;
exploratory data analysis.

Exploratory data analysis (EDA) is used to pick out the important features of the data in order to guide the
choice of appropriate models. EDA makes use of simple displays and summary statistics. These may
suggest models or transformations of the data which can then be confirmed by further plots. The process
is interactive between you, the data, and the program producing the EDA displays.

The summary statistics consist of two groups. The first group are those based on moments; for example
mean, standard deviation, coefficient of skewness, and coefficient of kurtosis (sometimes called the ‘excess
of kurtosis’, which has the value 0 for the Normal distribution). These statistics may be sensitive to
extreme observations and some robust versions are available in Chapter GO7. The second group of
summary statistics are based on the order statistics, where the ith order statistic in a sample is the ith
smallest observation in that sample. Examples of such statistics are minimum, maximum, median, hinges
and quantiles.

In addition to summarising the data by using suitable statistics the data can be displayed using tables and
diagrams. Such data displays include frequency tables, stem and leaf displays, box and whisker plots,
histograms and scatter plots.

2.2 Statistical Distribution Functions and Their Inverses

Statistical distributions are commonly used in three problems:
evaluation of probabilities and expected frequencies for a distribution model,;
testing of hypotheses about the variables being observed;

evaluation of confidence limits for parameters of fitted model, for example the mean of a Normal
distribution.

Random variables can be either discrete (i.e., they can take only a limited number of values) or continuous
(i.e., can take any value in a given range). However, for a large sample from a discrete distribution an
approximation by a continuous distribution, usually the Normal distribution, can be used. Distributions
commonly used as a model for discrete random variables are the binomial, hypergeometric, and Poisson
distributions. The binomial distribution arises when there is a fixed probability of a selected outcome as in
sampling with replacement, the hypergeometric distribution is used in sampling from a finite population
without replacement, and the Poisson distribution is often used to model counts.

Distributions commonly used as a model for continuous random variables are the Normal, gamma, and
beta distributions. The Normal is a symmetric distribution whereas the gamma is skewed and only
appropriate for non-negative values. The beta is for variables in the range [0, 1] and may take many
different shapes. For circular data, the ‘equivalent’ to the Normal distribution is the von Mises
distribution. The assumption of the Normal distribution leads to procedures for testing and interval

estimation based on the y?, F (variance ratio), and Student’s ¢-distributions.

In the hypothesis testing situation, a statistic X with known distribution under the null hypothesis is
evaluated, and the probability « of observing such a value or one more ‘extreme’ value is found. This
probability (the significance) is usually then compared with a preassigned value (the significance level of
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the test), to decide whether the null hypothesis can be rejected in favour of an alternate hypothesis on the
basis of the sample values. Many tests make use of those distributions derived from the Normal
distribution as listed above, but for some tests specific distributions such as the Studentized range
distribution and the distribution of the Durbin—Watson test have been derived. Nonparametric tests as
given in Chapter GOS8, such as the Kolmogorov—Smirnov test, often use statistics with distributions specific
to the test. The probability that the null hypothesis will be rejected when the simple alternate hypothesis is
true (the power of the test) can be found from the noncentral distribution.

The confidence interval problem requires the inverse calculation. In other words, given a probability «, the
value x is to be found, such that the probability that a value not exceeding x is observed is equal to . A
confidence interval of size 1 — 2q, for the quantity of interest, can then be computed as a function of = and
the sample values.

The required statistics for either testing hypotheses or constructing confidence intervals can be computed
with the aid of routines in this chapter, and Chapter G02 (for regression), Chapter G04 (for analysis of
designed experiments), Chapter G13 (for time eries), and Chapter EO4 (for nonlinear least squares
problems).

Pseudorandom numbers from many statistical distributions can be generated by routines in Chapter GOS5.

2.3 Testing for Normality and Other Distributions

Methods of checking that observations (or residuals from a model) come from a specified distribution, for
example, the Normal distribution, are often based on order statistics. Graphical methods include the use of
probability plots. These can be either P — P plots (probability—probability plots), in which the empirical
probabilities are plotted against the theoretical probabilities for the distribution, or Q@ — ) plots (quantile—
quantile plots), in which the sample points are plotted against the theoretical quantiles. @ — @ plots are
more common, partly because they are invariant to differences in scale and location. In either case if the
observations come from the specified distribution then the plotted points should roughly lie on a straight
line.

If y; is the ¢th smallest observation from a sample of size n (i.e., the ith order statistic) then in a @ — @
plot for a distribution with cumulative distribution function F, the value y; is plotted against x;, where
F(z;) = (i —a)/(n —2a+ 1), a common value of o being % For the Normal distribution, the Q@ — Q
plot is known as a Normal probability plot.

The values x; used in (Q — @ plots can be regarded as approximations to the expected values of the order
statistics. For a sample from a Normal distribution the expected values of the order statistics are known as
Normal scores and for an exponential distribution they are known as Savage scores.

An alternative approach to probability plots are the more formal tests. A test for Normality is the Shapiro

and Wilk’s W Test, which uses Normal scores. Other tests are the XZ goodness-of-fit test and the
Kolmogorov—Smirnov test; both can be found in Chapter G08.

2.4 Distribution of Quadratic Forms

Many test statistics for Normally distributed data lead to quadratic forms in Normal variables. If X is a
n-dimensional Normal variable with mean p and variance-covariance matrix X' then for an n by n matrix
A the quadratic form is

Q=XTAX.
The distribution of @@ depends on the relationship between A and X: if AY is idempotent then the
distribution of @ will be central or noncentral y*> depending on whether x is zero.

The distribution of other statistics may be derived as the distribution of linear combinations of quadratic
forms, for example the Durbin—Watson test statistic, or as ratios of quadratic forms. In some cases rather
than the distribution of these functions of quadratic forms the values of the moments may be all that is
required.
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2.5 Energy Loss Distributions

An application of distributions in the field of high-energy physics where there is a requirement to model
fluctuations in energy loss experienced by a particle passing through a layer of material. Three models are
commonly used:

(i) Gaussian (Normal) distribution;
(i1) the Landau distribution;
(iii) the Vavilov distribution.

Both the Landau and the Vavilov density functions can be defined in terms of a complex integral. The
Vavilov distribution is the more general energy loss distribution with the Landau and Gaussian being
suitable when the Vavilov parameter x is less than 0.01 and greater than 10.0 respectively.

2.6 Vectorized Routines

A number of vectorized routines are included in this chapter. Unlike their scalar counterparts, which take a
single set of parameters and perform a single function evaluation, these routines take vectors of parameters
and perform multiple function evaluations in a single call. The input arrays to these vectorized routines are
designed to allow maximum flexibility in the supply of the parameters by reusing, in a cyclic manner,
elements of any arrays that are shorter than the number of functions to be evaluated, where the total
number of functions evaluated is the size of the largest array.

To illustrate this we will consider GOISFF, a vectorized version of GOIEFF, which calculates the
probabilities for a gamma distribution. The gamma distribution has two parameters a and (3 therefore
GO1SFF has four input arrays, one indicating the tail required (TAIL), one giving the value of the gamma
variate, g, whose probability is required (G), one for o (A) and one for 5 (B). The lengths of these arrays
are LTAIL, LG, LA and LB respectively.

For sake of argument, lets assume that LTAIL=1, LG=2, LA=3 and LB =4, then
max(LTAIL,LG,LA,LB) =4 values will be returned. These four probabilities would be calculated
using the following parameters:

1 Tail g Q@ 15}

1 TAIL(1) G(1) A(1) B(1)
2 TAIL(1) G(2) A(2) B(2)
3 TAIL(1) G(1) A(3) B(3)
4 TAIL(1) G(2) A(1) B(4)

3 Recommendations on Choice and Use of Available Routines

Descriptive statistics / Exploratory analysis,

plots,
DOX ANA WHISKET .....eiiiiiiiiciieie ettt ettt et ev et eebe e ebe e tbeeabeessbeesbeeesseesneens GO1ASF
RISEO@IAIM......tiiiiieiiecie ettt ettt e et e s b e et e e b e etaeesseesseessseesseensseessaeensaensseanseenens GO1AJF
Normal probability (€ — Q) PLOt ...ecueriieieiiieiieeee e GO1AHF
SCALLET PLO .oeviiiieiieeiecie ettt ettt ettt et et e et e s te e b e et esbeetsesseessesseenseessaseenseessensenseensennnan GO1AGF
Stem And 18aF ... ....ooiiii ettt aen GO1ARF
summaries,
frequency / contingency table,
ONE VATIADLE ...eiiiiiiiiiiiii ettt ettt e e et e et e e e eteeeeetteeeeabeeeetreeetreeeenseeennes GO1AEF
two variables, with xz and Fisher’s eXact test.......ccccvevierrierieeciieiie et GO1AFF
mean, variance, skewness, kurtosis (one variable),
COMDINE SUIMIMATIES .....eveeviietieeereeeteeeteeteeeaeeeeteeeseeeeseeeseeeseeeeseeesseesseeeseseseeeseeeseeeseeennes GO1AUF
from freqUENCY TADIE .....c.eeiieieciee e e GO1ADF
TTOM TAW AALA ...euiiiiiiciiccic ettt e b e et e ebeesbaessbeesaeessaeeeseennes GO1ATF
mean, variance, sums of squares and products (two variables) ..........ccoccvervvieerierreenenne. GO1ABF
median, hinges / quartiles, MiNIMUM, MAXITMUIN ......oecevreriiereieeiieeieereeeiee e eseeeeeeeseenes GOIALF
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quantiles,
approximate,
large data stream Of fiXed SIZE ......cceeveevciiiriiieiiecie e GO1ANF
large data stream Of UNKNOWN SIZ€ ......cocueviiriiiiiiniieniiiieiirieieeeeee e GO1APF
UNOTAETEA VECTOT ....eiiiiiiiiiiiicciie ettt ettt et e v e et e eeveesteesareeteeeaveeeseeenseenns GO1AMF
rolling window,
mean, standard deviation (0ne variable) ..........c.ccccveeciieriieeciieiie e GO1WAF
Distributions,
Beta,
central,
deviates,
o721 - ) USRS GO1FEF
VECEOTIZEM ...ttt et et e e e e e et e e eateeeeteeeeeateeeteeeeareeeensaeesseeeens GOITEF
probabilities and probability density function,
SCALAT ..ottt ettt ettt ettt et ettt et e et e e et e e te e et e e tteetaeeaaeeeaaeeareeataeeens GO1EEF
VECTOTIZEM 1.ttt ettt e et e et e e e abe et e e etbeetaeetaeeaseessseesseeseseeseaas GO1SEF
non-central,
PTODADIIIEIES ....c.vieeiieeiiieie ettt ettt et ettt e et e e e e taeesseesebeessaessseesseenseesssessseanns GO1GEF
binomial,
distribution function,
SCALAT ..ot ettt ettt ettt et ettt e b e e te e et e e e tb e tb e et e e e tb e e taeerbeeetbeerbeeetbeentaeeebeanbeenreaas GO1BJF
VECTOTIZEM 1.vvieiiieiie ettt ettt ettt e bt e it e et e e s tbeesbaessbeessbessseesssessseassaessseesssessseenssesnsennns GO1SJF
Durbin—Watson statistic,
100 T2 o1 TSP USSPt GO1EPF
energy loss distributions,
Landau,
ONISILY ittt ettt et ettt ettt e b et e s ae e be e ae e beenbeeneenbeeatenteens GOIMTF
derivative Of deNSIEY ...c.eoiirieiiiieie ettt GO1RTF
ISTEIDULION ...ttt ettt ettt e e et e e e e teeeeteeereeeeteeeaeeennas GO1ETF
FITST INOIMENL . .....oiitiiieii ettt ettt et e e et e et eeteeetaeeeteeeateeeaeeeveeeaneeneenns GO1PTF
INVErSE AISTIIDULION ...oouviiiiiiiiccic ettt et e veeeeneeaes GO1FTF
SECONA TNOIMENL .....cuviiiuiiiiiieiiieeieeteeet e ettt e ereesteeebeestseesseeseseesseasseessseesaessseesssessseessseas GO1QTF
Vavilov,
QONISIEY L.ttt ettt ettt et e et et e e e e s b e e st e ssbe e b e esteenseessbeenseeenseensaeensaeesneensaenreennres GO1MUF
Lo Ty F {01015 (o) « NS GO1EUF
INTEATIZATION. ... vttt ettt ettt et ete e s teeeteeesseetaeesseeesseensaesenesenas GO1ZUF
F
central,
deviates,
SCALAT ...ttt ettt ettt e et e e te e e tb e e e e bt e e e etteeeeaaeeeetraeeanbaeeenreeeeanes GO1FDF
VECTOTIZEM ..ttt et ettt e e et e e aeeeteeetaeeteeetaeeveeeaneeeaeeas GO1TDF
probabilities,
SCALAT ..euviiieiieeiie ettt ettt et e et e e b e e bt e eabeeetbeeabe et e e e tbe e beeeabe e tbeebeeeabeetbeenreeetreeens GO1EDF
VECEOTIZEM ..ottt ettt e et e e et e e ete e e etaeeeeateeeteeeeesreeeenseeeesreeens GO1SDF
non-central,
PTODADIIIEICS ..ottt ettt ettt ettt ettt sbe et e e aeesbesbeenbeessenseensesseenseessenseensanseas GO1GDF
gamma,
deviates,
SCALAT ..evviiiieeiie ettt ettt ettt e e e et e e ta e e b e e et e e ta e et aeetb e e tbeesbeetbeenbeeetbeensaensbeenbeensaens GO1FFF
VECTOTIZEM .ottt eiie ettt ettt e et e e st e et e esteessseessaessseesssessseassaessseenssensseenssennseanes GO1TFF
probabilities,
SCALAT ..ottt ettt ettt e et et eetb e ta e e teeeta e e taeeebeeetaeerbeeetbeetaeeabeebeetaaas GO1EFF
VECTOTIZEM 1.ttt eeiie ettt ettt ettt e e v e e et e e bt e stbeebaeeebeestbeetseesseessseessseesseessseenseenns GO1SFF
probability density function,
SCALAT ....vvieiiiie ettt et et e ettt e e et et r e e e et e e e etaaeeetbeeeereeeetbeeeetteeeateeenrens GO1KFF
VECTOTIZEM ..ttt et e e e et e e eae e et e eteeeeaeeeateeeaeeeeaeeeneeeereeans GO01KKF
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Hypergeometric,
distribution function,
o7 1 3 SRS GO1BLF
VECEOTIZEM ..ottt ettt e et e e et e e e eatae e eeaeeeeeateeeesseeeesseeeenseeesasseeeensaeean GOISLF
Kolomogorov—Smirnov,
probabilities,
OMNIC-SAIMPIE ...eeuvvieerieeeriesiieetieeteestteeteesereesseeeebeesseeesseesseesseesseessseessseassaessseessesssseesssesseensses GO1EYF
EWO=SAIMIPLE ...t eie ettt et et e st e et e e tb e e ttessseesseessaeasseessseessaessseensseanseesssensseanns GO1EZF
Normal,
bivariate,
PTODADIIIEICS ...ttt ettt ettt ettt ettt ettt et e e te e st e beenbeessenseensesssenseensanseensenseas GO1HAF
multivariate,
PTODADIIIEIES .....vieeiieeie ettt ettt et e et e et e s e e esteessbeessaessseesseenseesssesnseenns GO1HBF
probability density function,
VECTOTIZEM ... vttt et ettt e e et e et eeeteeeteeeeteeeaeeeveeeaaeeeaeeas GO1LBF
quadratic forms,
cumulants and MOMENLS..........cccviieiiiriieeiieeie et et esteeereeeteeereeereeaeeesreereesaneens GOINAF
MOMENES OF TALIOS...c.vvieetieiiieeiieeieerite bt esiteeteeseesereebeesebeebeeesbeessseesseessseasseesseensseens GOINBF
univariate,
deviates,
SCALAT ..eeuviieeticiie ettt ettt ettt et e et e et et e et e e e e e tb e e ba e e b e e tbeetaeeateeetaeenreeetaeeens GO1FAF
VECTOTIZEM 1ovvieiiiciie ettt ettt ettt et e et e e sabeebeeetbeetaeetaeesseessseesseessseesseaas GO1TAF
probabilities,
o721 - ) USRS GO1EAF
VECEOTIZEM ..ttt et e e e e et e e e eate e e etaeeeeateeeseeeeesseeeenseeesseeeens GOISAF
probability density function,
SCALAT ..ottt ettt ettt et et ettt et et et e e e tb e e te e e b e e tteetaeeateentseenreeetaeeens GO1KAF
VECTOTIZEM 1.t eiie ettt ettt et e b e e etbeeteeetse e taeetaeesseeseseesseeseseesseans GO1KQF
reciprocal Of MIID’s Rati.....ccueiieiiiiiiiiiiiiiicieteeteeee e GO1MBF
Shapiro and Wilk’s test for NOrmality.........ccceovveverieriiiiienieieceeieeeeie e GO1DDF
Poisson,
distribution function,
SCALAT ..euviiiiieetie ettt ettt ettt e e e e te e e b e e e tbeeta e et e e etb e e taeeabeeetbeeabeeetbeenaaeeabeenbeenraaas GO1BKF
VECTOTIZEM 1. vvieiiieiie ettt ettt ettt et e et e et e e bt eesteeetbeessaeseseesssessseassaessseesssesssasssseessennns GO1SKF
Student’s t:
central,
bivariate,
PTODADIIILICS ...ttt ettt ettt e st et et e b et e e st e beeneeene GO1HCF
multivariate,
PTODADIIIEIES ....e.vieetieceit ettt ettt et e e se e e sab e e e e e sseesseeensaesneanseens GO1HDF
univariate,
deviates,
SCALAT ..ottt ettt ettt e et e et e e teeeteeetaeebeeeaneebeeeens GO1FBF
VECTOTIZEM 1. vviiiii ettt ettt e et eeer e et e e eaeestbeesbeestaeetbeesbaeseseeseeeeanes GO1TBF
probabilities,
SCALAT ...ttt ettt e et e e te e eaaeeeree e GO1EBF
VECTOTIZEM ... ettt ettt ettt e eae e e te e e taeetaeeeteeeeeeeeaeeeaneas GO1SBF
non-central,
PTODADIIILICS ...ttt ettt sttt ettt ea e st e et e sbe et e eseesbeenbesaeenseenbenseens GO01GBF
Studentized range statistic,
QEVIALES. ...eeeiieiieeiieeite ettt et e et ettt e e e bt e teeeestessaeesseessseesseensaessseensaeaeseesaeassaennseenseenseennsean GO1FMF
100 oF21 o1 T <SPS UPUPRPRt GO1EMF
von Mises,
PTODADIIILICS ... .ottt ettt ettt s e bt e st e s st et e ente st e beentenbeeneenaeenes GO1ERF
X
central,
QOVIALES. .. eeeviiiiiietieeitieetee et et e et e et e beebeeetbeestteesbe e tteesbeesseassbeesssessseessseessaessseensaenssensses GO1FCF
PTODADIIIEIES . ...ttt ettt et e et e et e et e et e et e e et e esseeenbeesnbeenseenneenn GO1ECF
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probability of linear COMDINAtION .......cc.evieriieriiiieiieieeieeie e GO1JDF
non-central,
PTODADIIIEIES .....vieiieeeiieie ettt ettt ettt ettt e et e e s e e taeesseesebeessaeseseesseasseesssensseanns GO1GCF
probability of linear combINAtION ........c.coeeviiiiiiiiiiiiieeeeee e GO1JCF
VECLOTIZEA AEVIALES ....euviiiiiiiitiiiiitirterteet ettt ettt bbbt s bbb e GOITCF
VECtOTiZEd PIODADIIITICS. ... .evietiieieiieiieeiieit ettt ettt ettt esaesae e GO1SCF
Scores,
Normal scores,
Yol 11 2 (ST USSR GO1DAF
APPTOXIIMNALC . ....eveeuveeeierteeteeetenteeteesteestesseestesseenseessasseenseessansesssanseessenssenseessanseensesssensenseensenseen GO1DBF
Variance-CoOVAIIANCE MALIIX ....co.eiuerrererirrertentertententestestesteetestestesbeebeeuesbeesensesbesaessesuessesbesnenne GO1DCF
Normal scores, ranks or exponential (SavVage) SCOTES........ccerveirierierieniierieniienienieerieseenieenens GO1DHF

Note: the Student’s ¢, x°, and F routines do not aim to achieve a high degree of accuracy, only about four
or five significant figures, but this should be quite sufficient for hypothesis testing. However, both the
Student’s ¢ and the F-distributions can be transformed to a beta distribution and the y>-distribution can be
transformed to a gamma distribution, so a higher accuracy can be obtained by calls to the gamma or beta
routines.

Note: GO1DHF computes either ranks, approximations to the Normal scores, Normal, or Savage scores
for a given sample. GOI1DHF also gives you control over how it handles tied observations. GO1DAF
computes the Normal scores for a given sample size to a requested accuracy; the scores are returned in
ascending order. GOI1DAF can be used if either high accuracy is required or if Normal scores are required
for many samples of the same size, in which case you will have to sort the data or scores.

3.1 Working with Streamed or Extremely Large Datasets

The majority of the routines in this chapter are ‘in-core’, that is all the data required must be held in
memory prior to calling the routine. In some situations this might not be possible, for example, when
working with extremely large datasets or where all of the data is not available at once (i.e., the data is
being streamed).

There are five routines in this chapter applicable to datasets of this form:
GO1ATF computes the mean, variance and the coefficients of skewness and kurtosis for a single variable.

GO1AUF, takes the results from two calls to GO1ATF and combines them, returning the mean, variance
and the coefficients of skewness and kurtosis for the combined dataset. This routine allows the easy
utilization of more than one processor to spread the computational burden inherent in summarising a very
large dataset.

GO1ANF and GO1APF compute the approximate quantiles for a dataset of known and unknown size
respectively.

GO1WAF computes the mean and standard deviation in a rolling window.

In addition, see GO2BUF and GO02BZF for routines to summarise two or more variables.

4  Auxiliary Routines Associated with Library Routine Parameters

None.
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5 Routines Withdrawn or Scheduled for Withdrawal

The following lists all those routines that have been withdrawn since Mark 17 of the Library or are
scheduled for withdrawal at one of the next two marks.

Withdrawn Mark of

Routine Withdrawal Replacement Routine(s)
GO1AAF 26 GO1ATF
GO1CEF 18 GO1FAF

6  References

Hastings N A J and Peacock J B (1975) Statistical Distributions Butterworth

Kendall M G and Stuart A (1969) The Advanced Theory of Statistics (Volume 1) (3rd Edition) Griffin
Tukey J W (1977) Exploratory Data Analysis Addison—Wesley

GO01.8 (last) Mark 24



	G01 Chapter Introduction
	1 Scope of the Chapter
	2 Background to the Problems
	2.1 Plots, Descriptive Statistics and Exploratory Data Analysis
	2.2 Statistical Distribution Functions and Their Inverses
	2.3 Testing for Normality and Other Distributions
	2.4 Distribution of Quadratic Forms
	2.5 Energy Loss Distributions
	2.6 Vectorized Routines

	3 Recommendations on Choice and Use of Available Routines
	3.1 Working with Streamed or Extremely Large Datasets

	4 Auxiliary Routines Associated with Library Routine Parameters
	5 Routines Withdrawn or Scheduled for Withdrawal
	6 References

	NAG Fortran Library Manual, Mark 24
	Copyright Statement
	Foreword
	Introduction
	Essential Introduction
	NAG Fortran Library specific documentation
	 NAG Fortran Library News

	NAG SMP Library specific documentation
	Introduction to the NAG Library for SMP & Multicore
	 NAG Library for SMP & Multicore News
	Tuned and Enhanced Routines in the 

	Thread Safety
	Routines Withdrawn or Scheduled for Withdrawal
	Advice on Replacement Calls for Withdrawn/Superseded Routines
	Acknowledgements
	Indexes

	Implementation-specific Details for Users
	Chapters of the Library
	A00 - Library Identification
	A00 Chapter Introduction

	A02 - Complex Arithmetic
	A02 Chapter Introduction

	C02 - Zeros of Polynomials
	C02 Chapter Introduction

	C05 - Roots of One or More Transcendental Equations
	C05 Chapter Introduction

	C06 - Summation of Series
	C06 Chapter Introduction

	C09 - Wavelet Transforms
	C09 Chapter Introduction

	D01 - Quadrature
	D01 Chapter Introduction

	D02 - Ordinary Differential Equations
	D02 Chapter Introduction

	D03 - Partial Differential Equations
	D03 Chapter Introduction

	D04 - Numerical Differentiation
	D04 Chapter Introduction

	D05 - Integral Equations
	D05 Chapter Introduction

	D06 - Mesh Generation
	D06 Chapter Introduction

	E01 - Interpolation
	E01 Chapter Introduction

	E02 - Curve and Surface Fitting
	E02 Chapter Introduction

	E04 - Minimizing or Maximizing a Function
	E04 Chapter Introduction

	E05 - Global Optimization of a Function
	E05 Chapter Introduction

	F - Linear Algebra
	F Chapter Introduction

	F01 - Matrix Operations, Including Inversion
	F01 Chapter Introduction

	F02 - Eigenvalues and Eigenvectors
	F02 Chapter Introduction

	F03 - Determinants
	F03 Chapter Introduction

	F04 - Simultaneous Linear Equations
	F04 Chapter Introduction

	F05 - Orthogonalization
	F05 Chapter Introduction

	F06 - Linear Algebra Support Routines
	F06 Chapter Introduction

	F07 - Linear Equations (LAPACK)
	F07 Chapter Introduction

	F08 - Least Squares and Eigenvalue Problems (LAPACK)
	F08 Chapter Introduction

	F11 - Large Scale Linear Systems
	F11 Chapter Introduction

	F12 - Large Scale Eigenproblems
	F12 Chapter Introduction

	F16 - Further Linear Algebra Support Routines
	F16 Chapter Introduction

	G01 - Simple Calculations on Statistical Data
	G01 Chapter Introduction

	G02 - Correlation and Regression Analysis
	G02 Chapter Introduction

	G03 - Multivariate Methods
	G03 Chapter Introduction

	G04 - Analysis of Variance
	G04 Chapter Introduction

	G05 - Random Number Generators
	G05 Chapter Introduction

	G07 - Univariate Estimation
	G07 Chapter Introduction

	G08 - Nonparametric Statistics
	G08 Chapter Introduction

	G10 - Smoothing in Statistics
	G10 Chapter Introduction

	G11 - Contingency Table Analysis
	G11 Chapter Introduction

	G12 - Survival Analysis
	G12 Chapter Introduction

	G13 - Time Series Analysis
	G13 Chapter Introduction

	H - Operations Research
	H Chapter Introduction

	M01 - Sorting and Searching
	M01 Chapter Introduction

	S - Approximations of Special Functions
	S Chapter Introduction

	X01 - Mathematical Constants
	X01 Chapter Introduction

	X02 - Machine Constants
	X02 Chapter Introduction

	X03 - Inner Products
	X03 Chapter Introduction

	X04 - Input/Output Utilities
	X04 Chapter Introduction

	X05 - Date and Time Utilities
	X05 Chapter Introduction

	X07 - IEEE Arithmetic
	X07 Chapter Introduction




